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i1. Investigetions Being Undertaken and Planned

Zaring this period, a literature survey was continued, a series of
Inromnation theory seminars was started, and basic research was conducted
with exphasis placed egqually on development of theory and its applications.

The sexminars were presented in two parts. Part I is an introductory
exzsositlion of informagtion theory. Part II consists of four research
Tavers. There are altogether eight one hour lectures, each followed by a
el hour discussion. The topics are as follows:

(1) lieasure of Information,
(2) source Encoding,
(3) Capacity of Information Channel,
(4) Channel Encoding,
(5) Dual Product Codes,
(6) Sampling,
(7) Intersymbol Interference,
(8) Noz-Binary Orthogenal Codes.
Three lectures have already been presented as of the time of report.
Four itexs c work, three in the area of coding, one in the area of

Llzoel representation, are reported below.

(i =-On Decoding Binary Three-Error-Correcting (15,5) B-C-E Code

The existing decoding schemes for B-C-H codes involve solving
similteneous equations in an algebraic extension field GF(q), q = P&,
vhere D is a prime mumber and m is an integer. The calcwlation in the
Tield GF(q) is, in general, rmch more complicated than that in the
gooond field, i.e., GF(p), especially when mltiplications are involved
woich 1s the usual case in all the existing decoding schemes. Therefore,
17 L3 very cecirable to seek some decoding schemes without resorting to
celculaticas iz the algebraic extension fields. If this is possible, a
<reoendous savirg in both decoding circuitry and procedures can be achieved.

By making full use of the cyclic property of the binary 3-error-
orrecting (15,5) B-C-H code and one of its algebraic structures, we are

&bie ©To correct all the 3~or~less errors in any received code word. Iet



the genmerator poclynamial of the (15,5) code be

(acthaacrl ) (a3 aacanctl ) (x2c+L)

g(x)
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The parity-check matrix H and the generstor matrix G are then

1 00000000010101]
0100000000121 111
001000000011010
000100000001101
H={000010000010011 (2)
00000100001110¢C
000000100001110
0000000100001 11
0000000010101 10
0000000001010 1 1]
and
11101100101X0000
011101100101000
G=1110101111000100 (3)
011010111100010
110110010100001
Since xhu34xPix+l is a factor of g(x), any code word satisfying the
parity-check matrix H of Equation XE) should also satisfy the following
metrix H? corresponding to 3t xtle
10001 10001 10001
01001 01001 01001
H*=100101 00101 00101 (&)
0011l 00011 00011).

The cecoding procedure can now be listed as follows.

(1) Feed the received vector into the syndrome calculator
as shown in Fig. 1.
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Veight Indicator

(2)

(3)

Fig. 1 Syndrome Calculztor

If {he weight indicator shows that the weight, i.e.,
tze Total number of 1's of the syndrome 1s zero, then
there is no error in the received vector. If the
weizrt shown is no more than 3, there is no error in
tae first Xk = 5 information digits. Thus the errors
are in the check digits and no correction 1s required.

IT the weight of the syndrome is larger than 3, then

there is at least one error in the first k = 5 informa-
tion digits. Allow the syndrome to shift by itself with

no further input until at the ith shift the weight indicator
shows a weight of 3 or less. Then take this shifted
"syndrome”, denoted by Sg , and form e’y = S5500000.,

The true error pattern can be obtained by shifting el
backward i tinmes.

IT the weight of each of the 15 shifted "syndromes” is
larger than three, we know there are exactly three erxrors
evenly spaced. Then we feed the recelved code vector
into the auxiliary "subsyndrome" calculator shown in

Fig. 2 whose parity check matrix is given by Equation (k).

}

Fig. 2 The Auxiliary Subsyndrome Calculator

input

Error Pattern Indicator




The error pattern indicator "transforms" the
subsyndrozmes into the error patierms in the
following manner:

(1000) (10000 10000 10000)
(0100) (01000 01000 010C0)
(oo10) (00100 00100 00100)
(oco1) (00010 00010 00010)
(1111) (00001 00001 00001)

(5) If the subsyndrome turns out to be something
different frcm that listed in Steps 1 to &,
then there are more than 3 errors in the
received vector which is cut of the range of
<he error-correcting ability of the cogde.
The following examples will help to claxrify the decoding procedure.

R
NI e l
i diiand

Iet ;x.={0C1101000001CO0 0 0) be the received vector.
T2zz the gymérome s | is

s,=,r, L =(L000010010).

The weight of the syndrome

wi,s ) =3

HSence the information digits (10000) are correct. No correction is required.

(011001100101100)

n

L—I:—l

,s,=,r,Bl=(1100011110)

wis ]l=6>3.
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zence we shoaid szift the syndrome in the syndrome caleculator as shown in

1st shifp c 1 1 0 0 0 1 11
2rnd shift 1 1 0 1 1 1 0 1 0]

3rd shift 1 0 0 0 0 ¢ 1 0 0

Fig. 3 Cyclic Shifts of a Syndrome

', S5 =(L000001000), sincewl sg 1 =2<3

(LOOOOC01000Q00O0O0DO0)

;
o
L]

S
S

(e, = 3 vackward shifts of el

(000100000000100).
Zence the correct code word v ; 1s

= T, ey

=(011101100101000).

(1111011201000000)

Ty

S,=,r ,F=(1111011010)

wsl=7>3.

b

o + = O
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Tre welght of each of the 15 shifts of the syndrome is larger than 3.
Hence, we try  s' = ,r H' = (0 0 1 0), we know the error pattern should
be

,e,=(001000010000100)

and v, =, r + e, =(L10101111000100)

Twavnie L

={(000000000011111)

oL

=rA =(1111111111)

l—§—l

wls]=105>3

The welght of each of the 15 shifts of the syndrome is larger than 3.
Hence, we txy
H' = (000 0)

st =
S L—-—J

which does not belong to any of the error patterns listed before. EHence,
we conclude that the received vector contains more than three erroneocus
Glzitse

Extension of this simple fechnique to the decoding of other cyclie
codes is possible. However, g fundemental limitation exists; namely,

i -
€ < = vhere € is the number of corrigible errors by this method, n is

pes

tog total number of digits of a code word, and k is the number of
infornation digits. In most cases € is smallexy than t, the rmumber of
Thecretically corrigible errors.

In certain applications, it may be desirzble to have an extremely
giznle decoding procedure which corrects a major fraction of theoretically
corrigible errors and sounds an alarm whenever the error exceeds that
Ireciion. The above procedure is particularly suiteble for such applications.



1i)--Dual Product Codes

The ¢cual product codes are defined as follows:

Code Generator Matrix Parity-Check Matrix
| Cy Gy By
C{{aual of C;) Hy Gy
Ca Gp Hp
Co(dual of Cp) Hp Go

Eight Dual Product Codes:

D1 CL@ G2
Di (dual of Dy) G ®Go
D2 GL®H
D(dual of Do) SR): N
Dy B & G,
p3(aual of D3) H ®@0C2
Dy B ® 5
Dj(dual of D)) H) @5

The following properties and epplications are anticipated:

(&) 4 wide range of error control properties is covered
by 8 dual product codes, applicable to variable
channels, such as the commmication and control channel
cf a space vehicle whose dlstance from the earth is
increasing. Thus as S/N decreases,the information rate
is decreased (by choice of the code) allowing protection
of the information by redundancy.
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(c) The & dual product codes mey be implerented through
sultable logic circuits interconnecting the two
basic code circuits.

{¢) Special applications, such as error-locating zbility
(to reduce the amount of feedback transmission), are
possible.

(@) The codes can correct bursts and random errors in
combinations.

To iliustrate the cgpabilities of the component codes and the product

ccles, take C1 to be a (15 5) B-C~H code whose decoding scheme is discussed
zsove, and Cp to be a (7,33 Hemming code. Then we have the following table:

Error Control Capability

Code (n,kx) Min. No. of Detectable No. of Correctable
Distance Errors Errors

¢y  (15,5) 7 6 3 >

c{  (15,10) L 3 2 (adjacent)

Co (7,3) L 3 2 (adjacent)

Cy  (T,1) 3 2 1

Dy (105,15) 28 27 13

Do (105,20) 21 20 10

D3 (105,30) 16 15 7

Dy, (105,%0) 12 1 5

Tor the dual product codes D]'_ through D1:L » it is more convenient to consider
that & code word is arranged in 15 subblocks each of size T digits.



Error Control Capability

Code (n,x) +tection Location Correction
No. of Errors in | JNo. of Errors in! No. of Errors.in
Subblocks Subblocks | Subblocks Subbloeks| Subblocks Subblocks
D7 (105,90) 3 2 2 (adj.) 2 2 (adj.) 1
i (105,85) 3 3 2 (adj.) 3 2 (adj.) 2 (ad3-)
D4 (105,75) 6 2 3 2 3 1
P .
o;  (05,85) | 6 3 3 3 3 2 (adj.)
3

It should be noted that by reversing the order of multiplicatior in the

zzoduet, the capabllities of the coo.es Dy through D), remain unchanged, while

u.-vac O-L uau.e C‘.L.a.a. CO
the columms under '

egch containing 15 digits.

Variocus combinations can be obtained if different codes are used as

C1 and Cp, the ccmponents codes. For example, either C; or Cp or both

~2r of subblocks"

es Dl through Dh can be interpreted by mterchanglng
with the columns under “errors in
sutbloeks". In ke .avier cases, a code word is arranged in 7 subblocks

may be burst-error-correcting codes instead of independent-error-correcting

cclese.

{1i3)~-A Scheme for Implementing M-ary Logic

Wnile gen rglized mulii-level theory and abstractions have been used

in cyelic co

des, M-sequences, and orthogonal matrices, little practical
irplexentation has ever been attempted in other than the binary case.

Tals has motivated a search for a reliable means of realizing m-ary logic.

The philosophy of the approach used here is that, while ternary or

nigher level logic circults are not presently available in a relisble form,

binary logic elements are. Hence our experience with these allows us to
deal with binary logic synthesis, minimization, and implementation in a

straigntforvaxrd way.

Normally, we desire to synthesize the following m-ary logical functions:

(1) multiplication modulo m,

(2) storage of an m-ary level for an arbitrary length

e’

of tine,

addition modulo 1m.

..9-



Usirg the scizme presented here, this synthesis may be accomplished using
only an:‘:/ Ccr gates, threshold circuits, binary £lip flops, and resistive
welghting networks. All of these circuits are well known and have been

integrated in numercus Iorms.

x)

The method of implementation is primarily dependent upcn the trigger-
of any or all m-1 threshold circuits (in 2 modulo m logic function).
a proper cholice of these threshold circuits, the input level is
cternined, a Boolean transformation performed on the threshold circuit
A

2

(2]

cultouts to convert to binary form, and finally the binary form is converted
to its respective analog equivalent (by a weighted resistive adder network).
x -s
H Tn-
{
Boolean Resistive
Transformation Weighting
Tunction Tetwork
| % R
l ; \T";, '
o 1 X ¥
— \'ET = _ 20 i,
g L |
¢, Threshold Circuits l
Irout : Output

T
¢

Fige 4 Scalar Multiplier (xa)(mod m)

For exerple, multiplication modulo m 1s accomplished using the eircuit
of Tig. 4. Tae threshold circuits are adjusted so that their respective
thresnolds Vm, are midway between each logic level. A function is selecteéd,
e.3., scalar Zultiplication (x3) (mod 7), 2nd then the Boolean transformation
is czlected such that the binary outupts (y1,...,¥y) correspond to this
preseribed function. This means every binary output yi is a Boolean funetion
of tze threshold outputs, i.e., yi = £3(x1, XDjyeee :xm-l)' Minimization of
<Thess funetions is straightforward to about modulo 7 (six threshold gates).

An n-arxy £1ip £1lop mzy then be realized by storing each binary output

Vs o2 a (x1) (modulo m) multiplier in a binary flip flop (at the incidence
¢ 2 clock pulse or other selected signal).

=10~



zodulo m zdder may be realized by converting the two inputs to
es using thke thresnold circults, and then selecting
transformztion to give addition modulo . Tor example, two
nd 3 to be added would be converted to (a1, ...,a,.7) and

(37 eeeybw.1) respectively. Toe dinary outputs yi would then pe 2
fumeticn of these, €e8e, ¥i = Li(a1ye-s8n-1s Plsees,bp-1), such that
v = {a + o) (modulo m).

- - ~

Tnis scheme has these advantages:

(L) meary logic mzy be realized using standard, well knowm,
and relishle binary circuits.

(2) tmile trhe m-ery circuiis proposed are more ccmplex than
treixr binery counterparts, when integrated, their total
wrysical size (with encapsulation, interconnection leads,
ctc. ) mey meke them nearly equivalent.

(3) It zllows implementagtion and heuristic investigation of

malti-level codes, M-sequences, and orthogonal matrices,
other than the traditional binary case.

(iv)--Sional Representation

_ imown that a time function g(t) which lasts for all time
zins no energy above fo cps can be represented by sampling

(%) at wicra intervals spaced l/zfc seconds apart. The samples would

.De gk = g(e—%{i—'), k = o-o"2,"l,0,l,2,ooc - T:Q.e reconstmc-ted g(t) iS
c .

[83]

g{t) =) gk vk(t)
k,—-Zoo *

where {v,.(t)} is a set of orthogonal time functions which provide the
correct interpolation between the samples. In fact vk(t) is a shifted
version of vo(t), where

sin(2nf.t)
Vo(t) = ——2-;&»—13—-

cb

4]

15 ine fomtiier SEB X form with zeros at the sampling instants. See
- 3 P S
Fiz. S
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This ::f;:resentation is known to have & wide range of usefulness
teczize of (1) tke s:lmplicif\,y of determining the coefficients g == they
are zzmplies of g(t), and (2) the set {vy(t)} is an orthogonal set.

Te heve been zble to Tind a genmeralization for the "sampling theorem"

treseated =bove. The generalization provides a similar sampling theorenm
Tor time Iunctions which are not necessarily barndiimited, but which do
Love similor restrictions. Thus the first generallzatlon applies to
polyncuials of N¥B gegree or less.

The generslization hinges on the discovery of g "sampling function”
e the parvicular class or space of time function under consideration.
2 & sezpling function vy(t) has a zero at all the sampling instants
“., 2 # 0, and is unity at to. The orthogonal set {vi(t)} which provide
toe interpolation between samples is found by removing from v,(t) the
zero ot by and pleeing 1t at tye Thus the sampling function Ior the
space of bandlimited time functions is exactly

sin(2nf t)
onf b

which i1s one at t© = O and 1s zero at the other sampling instants ty = a—lfi- .
c

v (t) is found by putting a zero at ty = Elfs— and removing the one at t =

s = c
See Fig. 5.

Under certain restrictions® on an acceptable space ?N, the sampling
Joction for the space is given by

N
v(t) = ao;;zsk(to) Belt),

1

Zsékz(t)

» a constant

woere ao =

These restrictions involve a continuity restraint and will not be

O.

discussed here. Proofs for these statements will appear in a forthcoming
report or paper.

wlSe



; ()Y is any set of N+l orthonormel time functions spenning 3'-
hen any glt) in % *); has the representation

vhere g I

5 end ty is the KB zero of v (t)-
vie(t) is vol

g{t) sampled at t
e) t), replaced by one at t = to = O.

= 't
with the zero at t

ot

This generalization extends to (but is not necessarily restricted
o) the following spaces of time functions:

(a) +the space of all NUR degree polynomials on the
interval A<t < B;

(b) the space of all time functions with finite-
dimensional Fourier series expansion on the
intervel 0 <t < T3

(c) +the space of all time functions spanned by

-gt ._-at LA -at .

s e sese e on the interval 0 < t < @
this is the space of the first N+l Laguerre
functions);

e

(&) +the space of all time functions spammed by

e'at 251" e~3at seees e~fat on the intervel
0<% < fo'e) ("r.hls is 'the space of the first N+1
Iebendre functions).

The ebove results nay be useful in g wide variety of applications.

or exampie: (1) Suppose the laplace transform H(s) of a system function
s an (fi+1)-pole rational funciion vhere the poles must all be at a single
oinmt, or must be uniformly spaced along the negative real axis (corresponding
to (e¢) and (&) above). Then the impulse response h{t) is completely
charzeterized by M+l saxples of h(t) taken at time intervals dictated by the
cooropriate sempling function and the effect of H(s) (perhaps as a link in
& comtrol syztem) can be easily studied in the time domain. (2) In P.C.M.
r':}:_...\..au.x.u-_.., the sampling theorems dictate when one should sample the

zie :m order to produce independent samples in the presence of white noise.

.

o B

s(t) =Z Sy Vk(t)

-1l



is the sizzzl to be sampled and {sy} is the set of samples, then the
received ziile

]’.‘k=Sk+Ilk,

where Iy is a szmple of white noise, are independent (m. th the resulting
simplifications of analysis) if and only if the s are independent, or if
the v T () are orthnogonal. Such is the case for the samples of our sampling
thecrems.

2. Paper Presented

to +the IEEE International Symposium on Information
- February 2, 1966 at UCLA.

3+ Paper Submitted

A paper, entitled "A Note on Non-Binary Orthogonal Codes", by
Sze-Tou Chang was submitted and accepted by the forthcoming ITERE Inter-
nstional Commmnication Conference to be held on July 15-17, 1966 in
Prilzdelphiae.

4. Conferences and Meetings

On December 17, 1965, a project meeting was held at Hortheastern
University. It was attended by Charies F. Hobbs of AFCRL, Stephen J. O'Neil
ean R. Roy of ERC, NASA, Communications Research group at Hortheastern
U rsity and greduate students. Sze-Hou Chang and Robert Gonsalves,
votn of Hortheastern University faculty, presented topics on coding and
sigral revresentation.

On January 31 - February 2, 1966, Sze-Hou Chang attended the
sium at UCLA and presented a Paper as noted above.

]

-

George Sollman of Northeastern University serves as a liaison, and
nzets regularly with Stephen J. O'Neil and Jean R. Roy, both of ERC.




